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ABSTRACT 

In this sophisticated era, we can do almost anything, and we can get it easily. No exception with the necessities 

of life that we can get easily from one place and sent to us via transportation services, even goods with a large 

capacity. One of the transportation services that can efficiently deliver goods in large quantities is sea 

transportation via ships with a shipping system using containers. Tanjung Perak Port in Surabaya is one of the 

ports that provides container loading and unloading services. For this reason, in this study an evaluation of the 

performance of container terminals at the Port of Tanjung Perak Surabaya will be carried out by looking at the 

factors that influence customer satisfaction (Y), which consist of several predictor variables, namely price of goods 

(X1), weight of goods (X2) and Travel Time (X3) using the binary logistic regression method, which is a method 

used to model the response variable consisting of two categories and is appropriate for modeling data consisting 

of possible events with response variables consisting of two choice categories. Logistic regression will form a 

predictor/response variable, which is a linear combination of the independent variables. In this study, modeling 

was carried out to determine the relationship between whether the predictor variable affects the response 

variable and the extent to which this variable influences it. After knowing the variables that contribute to 

customer satisfaction, these variables can then be used as evaluation material, whether they need to be increased 

or reduced. Based on the results of the study, it was found that the variable weight of goods (X2) has a significant 

influence on customer satisfaction with a classification accuracy of 88.1%, so it must be optimized related to the 

container capacity that contains customer goods because, if this variable increases by 1 unit, it will increase the 

probability of customer satisfaction is 1.792 times and this increase is higher than the other variables. 
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Introduction 

Indonesia is a maritime country with an ocean area of 

3,257,357 km2 based on the results of the 

International Law of the Sea Convention or the so-

called United Nations Convention on the Law of the 

Sea (UNCLOS) on December 10, 1982, in Montego Bay, 

Jamaica [1]. For this reason, because the sea area is 

very wide and Indonesia is an archipelagic country, 

activities carried out between islands or regions, both 

activities in the economic, educational, social, and 

political fields, require means of transportation that 

connect them, one of the transportation alternatives 

used by the majority of people to stay connected. And 

can carry out inter-island or regional activities by using 

sea transportation or what is commonly called a ship. 

Ships can transport passengers and goods from one 

place to another through the port. The port is a water 

area that is protected against waves equipped with 

sea terminal facilities, which include a pier where 

ships can moor for loading and unloading of goods and 

passengers and a storage area where ships unload 

their cargo and warehouses where goods can be 

stored, in a longer time while waiting for de-livery to 

the destination or customer [2]. Tanjung Perak is one 

of the busiest ports in Indonesia, which is located in 

Surabaya City, East Java Province, which functions as 

a collector and distributor of goods to and from 

eastern Indonesia, including East Java province. Due 
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to its strategic location and sup-ported by potential 

hinterlands, Tanjung Perak port is also an Interinsular 

Shipping Center for Eastern Indonesia. Tanjung Perak 

Port is included in Pelindo III, which is responsible for 

managing ports in 7 provinces, namely East Java, 

Central Java, South Kalimantan, Central Kalimantan, 

Bali, NTB, and NTT [3]. This port is one of the factors 

that play an important role in eco-nomic progress in 

Eastern Indonesia, especially because shipping 

operations focus on Eastern Indonesia and its 

surroundings. Not only that, the flow of the economy 

is also growing because this port opens shipping for 

the export and import of goods using containers. 

According to the Central Bureau of Statistics (BPS) for 

East Java province, the volume of goods from export 

and import activities carried out at the Port of Tanjung 

Perak Surabaya has increased every year, as in 2020 

the volume of goods reached 17,598,146,661 Kg while 

in the following year, namely in 2021, it has increased 

to 18,870,972,615 or an increase of 7% in 2021 com-

pared to the previous year [4]. As one of the busiest 

ports in Indonesia, Tanjung Perak Port always updates 

and improves infrastructure and service facilities at 

the port, both in terms of services for passengers and 

loading and un-loading of containers. However, even 

so, the success of improving the facilities provided can 

be measured by customer satisfaction from Tanjung 

Perak Port in Surabaya. As for this study, customer 

satisfaction is measured by three variables, namely, 

price of goods (X1), weight of goods (X2), and travel 

time (X3) using the binary logistic regression method. 

Binary logistic regression is a method used to see the 

relationship between the response variable (y), which 

is binary or dichotomous, and the predictor variable 

(x), which is polychotomous or ratio [5]. After 

analyzing customer satisfaction data at Tanjung Perak 

Port, there are several studies that use binary logistic 

regression, but the majority of studies only focus on 

community social problems; therefore, this research 

focuses on evaluating customer satisfaction at 

Tanjung Perak Port, Surabaya.  

 

Methodology  

Independence Test 

In this test, we will investigate hypotheses that have 

to do with whether or not two random variables take 

their values independently or whether the value of 

one has a relation to the value of the other. Thus, the 

hypotheses will be expressed in words, not 

mathematical symbols [6]. The hypothesis used in the 

independence test is. 

H0: There is no relationship between the observed 

variables 

H1: There is a relationship between the observed 

variables 

Mathematically, the independence test can be 

calculated using the following equation [6]. 

𝜒2 = ∑ ∑
(𝑂𝑘𝑚−𝐸𝑘𝑚)2

𝐸𝑘𝑚

𝑤
𝑚=1

𝑣
𝑘=1

      (1) 

Where Okm is the actual observation data of the kth 

row of the m-th column while Ekm is the expected 

value of the k-throw of the m-th column with degrees 

of freedom and a test results, in conclusion, rejecting 

H0 if 〖χ^2〗_count>〖χ^2〗_table  or when p-value 

> α (0.05) which means that the assumption of 

independence has been met. 

Numerical Modeling of Debonding Damage 

In Logistic regression is an excellent tool for modeling 

relationships with outcomes that are not measured on 

a continuous scale (a key requirement for linear 

regression). Logistic regression is often leveraged to 

model the probability of observations belonging to 

different classes of a categorical outcome, and this 

type of modeling is known as classification [7]. The 

response variable is dichotomous qualitative data 

with a value of 1 (one) to indicate the occurrence of 

an event and a value of 0 (zero) to indicate the non-

occurrence of an event [8]. The value of the predictor 

variable in binary logistic regression will be 

transformed into a probability with a log function. The 

binary logistic regression equation model used in this 

study is, 

𝜋(𝑥) =
𝑒𝑥𝑝(𝛽0+𝛽1𝑥1+⋯+𝛽𝑛𝑥𝑛)

1+𝑒𝑥𝑝(𝛽0+𝛽1𝑥1+⋯+𝛽𝑛𝑥𝑛)
     (2) 

Where p is the number of predictor variables and 

𝜋(𝑥) is the probability of an event being successful 

(yes or satisfied or successful) and needs to be 

transformed into a logit form because it is a nonlinear 

function so that the relationship between predictor 

and response variables can be interpreted [5]. 

Simultaneous Test  

Simultaneous testing uses the likelihood ratio to test 

the feasibility of the model obtained from the 

parameter estimation results. The simultaneous test 

aims to determine whether the predictor variables 

contained in the model have a significant effect on the 

whole or not [8] with hypothesis,
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Simultaneous or simultaneous test calculations 

mathematically can be seen in the following equation 

(3), which is a research test statistic. 

𝐺2 = −2 𝑙𝑛 (
(

𝑛1
𝑛

)
𝑛1

(
𝑛0
𝑛

)
𝑛0

∏ �̂�
𝑖

𝑦𝑖𝑛
𝑖=1 (1−�̂�𝑖)(1−𝑦𝑖)

)
      (3) 

Tests using the G2 test statistic are known to follow 

the chi-square distribution and reject H0 if the p-value 

< 0.05 which means that all predictor variables jointly 

affect the response variable [8]. 

Partial Test 

A partial test using the Wald test has the aim of 

knowing the significance of the parameters on the 

predictor variables [8]. 
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The test statistic, which is a mathematical calculation 

of the Wald test, is presented in the equation (4) 

bellow [8]. 

𝑊 = �̂�𝑟

𝑆𝐸(�̂�𝑟)

         (4) 

Where is the parameter estimate and 𝑆𝐸(�̂�𝑘)  is an 

estimate of the standard error. H0 is rejected if the p-

value < α or |𝑊| > 𝑍𝛼

2
 or 𝑊2 > 𝜒2

𝛼
. 

Model Fit Test 

The suitability test of the model used is the Hosmer 

and Lemeshow test, which aims to test the suitability 

of the binary logistic regression model using the 

following hypothesis [8]. 

H0 : The resulting model is suitable 

H1 : The resulting model is not suitable 

The equation used in the Hosmer and Lemeshow tests 

to test the suitability of the data is. 

�̂� = ∑ (𝑂ℎ−𝑛ℎ�̄�ℎ
)2

𝑛ℎ�̄�ℎ(1−𝑛ℎ�̄�ℎ
)

𝑔
ℎ=1

   

     (5) 

With, 

g = the number of group 

hO = the sum of the response variable values 

h
= the average of the probability estimates 

hn = the number of subjects in the h group 

Conclusion reject H0 if �̂� > 𝜒2
𝛼  which means the 

result of prediction or estimation with data. 

 

Classification Accuracy 

The classification table explains how well the model 

grouping cases into two groups [8] and to find out 

whether the classification results we get are correct, 

we can use the calculation of the accuracy of the 

classification based on the Apparent Error Rate (APER) 

with the formula [9]. 

Classification Accuracy = (1 − 𝐴𝑃𝐸𝑅) × 100%     (6) 

= 1 −
𝑛12+𝑛21

𝑛11+𝑛12+𝑛21+𝑛22

      (7) 

where, 

11n = number of subjects from Y1 rightly classified in Y1 

12n = number of subjects from Y1 classified in Y2 

21n = number of subjects from Y2 classified in Y1 

22n = number of subjects from Y2 rightly classified in Y2 

Data Source 

The data used in this study is primary data from a 

survey of 67 people regarding their satisfaction with 

the performance of the container system at Tanjung 

Perak Port in Surabaya with Goods Price (X1), Weight 

of goods (X2) and Travel Time (X3). as the predictor 

variable and customer satisfaction as the response 

variable (Y). 

 

Result and Discussion 

Descriptif Statistics 

Tanjung Perak Port in Surabaya is the second busiest 

port in Indonesia after Tanjung Priok Port in Jakarta 

and is a trading center for eastern Indonesia [10]. For 

this reason, before analyzing customer satisfaction 

further, it is necessary to know in advance the 

characteristics of each ratio scale predictor variable 

used in the study as Table 1. 

Table 1. Descriptive Statistics of Research Variables 

Variable Mean Variance Min Max 
X1 93582 46165762099 550000 1500000 

X2 6.701 4.303 2.000 10.000 

X3 6.299 3.637 2.000 10.000 

Table 1 provides individual information regarding the 

descriptive statistics of each predictor variable used, 

namely price of goods (X1), weight of goods (X2) and 

travel time (X3), where the table shows that the 

variable price of goods (X1) has a variant that the 

largest among other variables which shows that the 

distribution of data for this variable is very diverse. 

Furthermore, for the response variable which is a 

categorical scale variable, the percentage of customer 

satisfaction will be seen based on the data obtained as 
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Figure 1 Based on Figure 1 it is known that the majority 

of customers who have used container loading and 

unloading services at Tanjung Perak Port are satisfied 

(category 1) with the services and facilities provided at 

Tanjung Perak Port with a percentage of 86.6% of the 

total population who filled out the questionnaire. 

 

Figure. 1 Pie Chart of Response Variable 

Independence Test 

The independence test in this study used the chi-

square test with the hypothesis that. 

H0 : There is no relationship between the observed 

variables 

H1 : There is a relationship between the observed 

variables 

The significance level (alpha) used in this study was 

0.05 with the results of the independence test for 

each research variable presented in Table 2. Based on 

Table 2, it is known that the p-value of each variable is 

greater than the significance level, which is 0.05, 

which can be concluded that it fails to reject H0, which 

means that there is no relationship between variables 

so that the assumption of independence has been 

fulfilled. 

Table 2. Output Independence Test 

Variable P-value Information 

X1 0.052 No Relationship 

X2 0.153 No Relationship 

X3 0.700 No Relationship 

Simultaneous Test 

The hypothesis used in this study adjusted for the 

number of predictor variables is, 

0 1 2 3

1

: 0

: at least one 0  ; r 1,2,3r

H

H

  



= = =

 =

 

The significance level used was 0.05 and the result was 

that the resulting G2 test value was 8.603 with a p-

value of 0.035 where the p-value is less than 0.05 so 

that it can be concluded that H0 is rejected, which 

means that there is at least one variable that 

significantly influences customer satisfaction, so that 

it can be continued with a partial test. 

Partial Test 

The partial test is carried out by testing each variable 

and if the simultaneous test is obtained, the 

conclusion is reject H0. Partial test is good to use on 

data where heteroscedasticity does not occur [11]. In 

this study, the hypothesis used. 

0 0

1

: 0

: 0  ; r 1,2,3r

H

H





=

 =

 

The partial test results for each predictor variable for 

the response variable are shown in Table 3. It can be 

seen from the Table 3 that using a significance level of 

0.05, there is only 1 variable that influences customer 

satisfaction for container loading and unloading 

service users at the Port of Tanjung Perak Surabaya, 

namely the variable weight of goods (X2) with the 

resulting binary logistic regression model is, 

( ) 2
ˆ 1.416 0.584g x X= +         (8) 

Table 3. Output Partial Test 

Variable B Wald P-Value 

X1 0.000 1.969 0.161 

X2 0.584 7.301 0.007 

X3 -0.890 0.155 0.694 

Constant 1.416 0.609 0.435 

Model Fit Test 

Goodness of fit is often used to assess how well a 

given probability distribution fits the data as well as 

how a statistical regression model fits the data [12]. 

Testing the suitability of the model can be done with 

the Hosmer and Lemeshow tests with the hypothesis 

used in the test being [13], 

H0 : The resulting model is appropriate 

H1 : The resulting model is not suitable 

Based on the tests carried out, it was found that the 

value of the test statistic was 10.738 with a degree of 

freedom is 7 and a p-value is 0.150. If the resulting p-

value is compared with the 0.05 significance level, it is 

known that the p-value > significance level (alpha), 

which means it fails to reject H0. That is, the model 

produced in this study is in accordance with the actual 
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data and the estimated data using binary logistic 

regression. 

Classification Accuracy 

The model that has been obtained beforehand must 

first know the accuracy of the classification based on 

the criteria of the variable response used. The results 

of measuring the accuracy of the classification in this 

study can be seen in Error! Reference source not 

found.. Based on the results of the classification 

accuracy obtained, an overall classification accuracy 

of 88.1% was obtained. The resulting classification 

accuracy percentage is high enough, so this model can 

already estimate the observation data for further 

predictions. 

Model Interpretation 

Interpretation of the model can be carried out by 

looking at the odds ratio value generated in the 

modeling using binary logistic regression as shown in 

Error! Reference source not found.. Based on the 

odds ratio of each variable, it can be seen that if the 

price of a customer's goods increases by 1 unit, it will 

increase the probability of customer satisfaction by 

1.000 times. As for the variable weight of goods, if it 

increases by one unit, it will increase the probability of 

customer satisfaction by 1.792 times and if the 

variable travel time increases by one unit, it will 

increase the probability of customer satisfaction by 

0.915 times. Thus, it can be seen that the variable that 

influences customer satisfaction is the variable weight 

of goods which is based on partial testing and the 

greatest odds ratio. 

 

Conclusion 

Based on the analysis that has been carried out 

regarding customer satisfaction for loading and 

unloading containers at Tanjung Perak Port in 

Surabaya, it can be seen that the majority of the 

community, namely 86.6%, are satisfied with the 

existing services and the rest are still dissatisfied. 

Therefore, an analysis of the factors that influence 

satisfaction is carried out in order to optimize 

customer satisfaction. In this study, three basic 

variables were used, namely price of goods (X1), 

weight of goods (X2) and travel time (X3). These three 

variables have no relationship with each other, so 

there is no indication of a strong correlation between 

the three and it is found that the variable weight of 

goods (X2) has a significant influence on customer 

satisfaction based on partial test results and has the 

greatest odds ratio with the logit model is formed 

�̂�(𝑥) = 1.416 + 0.584𝑋2 and this variable can increase 

customer satisfaction by 1.792 times. Therefore, the 

port should increase or optimize container capacity so 

that the public can increase the quantity of goods to 

be sent with services at Tanjung Perak Port. In 

addition, because this study is limited to using only 

three determinant variables, it is hoped that in the 

next similar study it can add other possible variables. 
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